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Modern health research and development faces a 
dilemma. On the one hand, there is more data 
than ever—in electronic health records, in lab 

research, in public datasets, and on the internet—from 
which to extract potentially transformative scientific in-
sights and to use as the basis for developing breakthrough 
health care technologies. On the other hand, using this 
data entails various risks: threats to patient privacy, skewed 
samples and approaches to analysis that can perpetu-
ate demographic and other biases, and uneven access to 
data about rare conditions and small patient subgroups. 
Generating synthetic data has emerged as one promising 
approach to potentially navigating these challenges.1 

While there is no consensus definition of synthetic 
data, for present purposes, it is sufficient to understand 
synthetic data generation as a diverse suite of methods 
for creating datasets that are informative about real-
world phenomena—from economic trends to education 
outcomes to health risks—but contain little-to-no actu-
ally captured measurement data. Synthetic data is con-
structed to mirror the aggregate statistical properties of 
real-world measurements;2 or, as a report from the Alan 
Turing Institute, the United Kingdom’s national institute 
for data science and artificial intelligence (AI), describes 
it, it is “data that has been generated using a purpose-built 
mathematical model or algorithm, with the aim of solv-
ing a (set of ) data science task(s).”3 For example, synthetic 

data is being used to train machine-learning (ML) sys-
tems (such as large language and computer vision mod-
els) and to test and validate new systems before real-world 
deployment.4

A range of techniques for producing synthetic da-
tasets are being explored, from simple approaches like 
masking and tokenizing (replacing potentially identify-
ing values, such as names, with nonidentifying stand-ins) 
to using AI/ML techniques to fabricate entirely artificial 
datasets that facilitate useful inferences about particular 
real-world populations. In what follows, we focus pri-
marily on this last category—machine-generated syn-
thetic data—which is used increasingly often in health 
care contexts. Under the hood, these efforts leverage the 
kind of generative AI technologies powering large lan-
guage and image models, like OpenAI’s ChatGPT and 
DALL-E, respectively, to create datasets useful for scien-
tific research and development. For example, synthetic  
x-ray and computed tomography images have been 
used to train computer vision systems to recognize pa-
thologies.5 Synthetic location data was used during the 
Covid-19 pandemic to model disease spread.6 And re-
searchers are developing methods for generating synthetic 
electronic health records to facilitate patient phenotyp-
ing7 and diagnosis forecasting.8 

Because synthetic datasets are intended to contain 
little or no precise information about individual data sub-
jects, they are viewed as helping to address concerns about 
patient privacy.9 Further, because they are constructed in 
a flexible fashion, they could—in theory—be designed 
to try to mitigate demographically biased samples or to 
otherwise augment or balance datasets for certain char-
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acteristics that may be scarce or difficult to obtain. In other 
words, synthetic data might be able to help fill data gaps (for 
rare conditions or small patient subgroups, for instance) so 
that limited datasets may still be used to train algorithms 
that power AI/ML diagnostic programs, predictive systems 
for medical screening, drug-discovery tools, and related 
health technologies.10 Like so-called digital twins—virtual 
models of real-world systems (including, potentially, human 
patients) designed to enable testing of interventions by sim-
ulating their effects11—synthetic data is employed with the 
aim of increasing the speed and reducing the costs of science 
and engineering research.12 

However, these approaches are still in their nascent stag-
es, and their proposed benefits still need to be confirmed. 
Meanwhile, generating and using synthetic data also intro-
duces risks and ethical trade-offs that remain understud-
ied. As the use of synthetic data grows, it is crucial that 
researchers, practitioners, and policy-makers are clear-eyed 
that, while synthetic data may help address certain ethical 
challenges facing users of health data, it is not a cure-all 
for privacy concerns or a cost-free solution for closing gaps 
in access to high-quality data. In what follows, we outline 
possible benefits of synthetic data, as well as recurrent and 
emerging worries about privacy, fairness, and the reliability 
of synthetic data. We consider possible strategies for mitigat-
ing these concerns or balancing them against other values, 
and we discuss individual and institutional pathways for 
implementing such strategies.

 Potential Benefits and Risks of Synthetic Data

Accuracy, reliability, and trust. By definition, synthetic 
data is only an approximation of the measurement data 

it imitates. Thus, immediate questions arise about how good 
the approximation is: How valid are the statistical inferences 
drawn from any particular synthetic dataset? How reliable 
are methods of synthetic data generation (in general and in 
each specific case)? What are meaningful benchmarks? Is 
synthetic data more appropriate for certain uses or in certain 
contexts than others?

As synthetic data is used for a variety of purposes, it can 
be evaluated in different ways and along various dimen-
sions.13 In some cases, one might be concerned about the 
fidelity of synthetic data—how closely it resembles measure-

ment data.14 Perfect fidelity is neither possible nor desirable, 
however, as the goal of using synthetic data is often to mini-
mize the privacy risks or biases in measurement data. Thus, 
in most cases, it will be more appropriate to gauge synthetic 
data’s utility—how well it performs as a stand-in for mea-
surement data in relation to particular tasks.15 A number of 
strategies exist for evaluating the utility of individual syn-
thetic datasets, as well as the underlying data-generation 
methods themselves, including replication studies, assess-
ment by domain experts, comparison with publicly available 
aggregate data, and testing against general utility metrics.16 
Yet, as Richard Chen and colleagues point out, in health 
contexts, especially involving rare or understudied condi-
tions, there might be too little measurement data to develop 
benchmarks or clinical reference standards.17 Further, these 
standards are still in flux and lack consensus among the sci-
entific community, though efforts to define them are under 
way in both the United States and the European Union.18

Perceptions of accuracy and reliability are likely to im-
pact trust in and acceptance of these technologies. While 
synthetic data could help improve trust in health science by 
making data more widely available and the results of data 
analysis more reproducible, careless adoption of synthetic 
data practices could undermine trust and lead to doubts 
about reliability.19 Moreover, as with AI technologies in gen-
eral, the incorporation of synthetic data-driven tools into 
clinical practice could affect patient trust in doctors and 
other health care providers.20 As we discuss below, emphasis 
should be placed on making these technologies trustworthy 
by developing institutional structures that foster account-
ability and legal and regulatory frameworks that support 
these structures.21

Privacy, security, and regulatory oversight. Proponents of 
using synthetic data in health research point to a range of 
possible benefits, chief among them privacy, security, and 
wider access to otherwise sensitive health information.22 
Synthetic data could offer privacy advantages over traditional 
“data sanitization” methods, such as simple deidentification 
or anonymization, by further reducing the statistical likeli-
hood of reidentifying real patients—especially when used in 
combination with other privacy-enhancing methods such as 
differential privacy (which involves adding calibrated statis-
tical noise to a dataset or results derived from it with the goal 
of preventing the disclosure of information about specific 

While synthetic data could help improve trust in health science  
by making data more widely available and the results of data  
analysis more reproducible, careless adoption of synthetic data  
practices could undermine trust and raise doubts about reliability.
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individuals while preserving important distributional fea-
tures and providing useful statistical information).23 It could 
also help researchers avoid cybersecurity threats by minimiz-
ing the amount of real patient data they need to store and 
that is therefore susceptible to unauthorized access.24

More broadly, researchers are enthusiastic about the po-
tential for synthetic data to widen access to information in 
health science and scientific training. Like digital twins, syn-
thetic data could enable researchers to safely explore health 
data before testing hypotheses with real measurement data, 
and it could offer opportunities for educating and training 
data scientists and other health care practitioners and re-
searchers, allowing them to gain experience while minimiz-
ing the exposure of real patient data.25 It could, in theory, 
foster more reproducible data science by assuaging worries 
about sharing data after research has been conducted.26 And 
it could help democratize health research and development 
in general by increasing access to data that is currently off-
limits for privacy or intellectual-property reasons.

• Data leakage and adversarial attacks. However, while 
synthetic data credibly promises to ease some worries 
about privacy and security in health data, it also has mean-
ingful limitations. First, reidentification of individual data 
subjects from synthetic data may be more difficult, but it 
is not impossible. Depending on how synthetic datasets 
are constructed, they may leak more or less information 
about the actual measurement data they mimic.27 Partially 
synthetic data still contains some true measurement data 
that could be used to reidentify records. For example, re-
searchers have developed systems for generating partially 
synthetic versions of clinical notes from electronic health 
records, containing a mix of real note text and artificially 
generated text.28 Moreover, even fully synthetic datasets 
created using AI/ML methods can sometimes overfit the 
measurement datasets they are designed to simulate—
mirror them too closely, that is—potentially revealing 
underlying data, such as distributions for small subgroups 
that can be used for population- or individual-level in-
ferences.29 The United Kingdom’s Office of National 
Statistics describes a “synthetic dataset spectrum” from, 
on one end, “structural synthetic datasets” that mirror 
only the overarching structures of measurement datasets 
(the types and names of variables they contain, but no 
true values or statistical relationships) to, on the other 
end, “replica datasets” that mirror many of the real re-
lationships (joint distributions) between measurement 
data.30 Datasets derived from methods at the latter end of 
the spectrum represent higher disclosure risks. Whether 
through direct inference of underlying data or the use of 
proxy variables, in isolation or in combination with other 
data sources, synthetic data thus does not eliminate all 
risks of disclosure, even when combined with techniques 
like differential privacy.31

• Group harms. Second, like other privacy-preserving 
technologies—such as anonymization (removing iden-
tifying information from a dataset or making sensitive 

information in the dataset less specific) and differential 
privacy—synthetic data is designed, to the greatest extent 
possible, to minimize disclosure of information about 
individuals while facilitating population-level inferences 
and statistical analyses. But, as privacy scholars point out, 
individuals can nevertheless be harmed even by aggregate 
statistics, which may reveal sensitive information about 
groups to which they belong and enable exploitation of 
this information.32 For instance, a life insurer might er-
roneously raise someone’s rates simply because it believes 
incorrectly that the individual is statistically similar to 
people who have developed dangerous health condi-
tions.33 Completely eliminating this problem may not be 
feasible—population-level statistics are the basic building 
blocks of health and human science.34 Still, scientists need 
to recognize the potential group harms and ensure that 
the statistics they generate are not produced or shared 
haphazardly and are protected adequately in light of pos-
sible harms of disclosure or misuse.

• Circumventing regulation. Third, despite the limita-
tions described above, synthetic data might not be con-
sidered “personally identifiable information” or “protected 
health information” under the U.S. Health Insurance 
Portability and Accountability Act (HIPAA) and there-
fore might be exempt from legal constraints on data use 
and sharing.35 Scholars appear to disagree as to whether 
data-protection laws do or even should apply to synthetic 
data.36 Much of this will likely depend on the synthetic 
data in question. For example, if the synthetic data is suf-
ficiently nonidentifiable, perhaps it should fall outside of 
the information protected by HIPAA to accelerate scien-
tific understanding of human health.
Bias, fairness, and justice. Though synthetic data has 

shown promise in certain contexts, researchers ought to 
be sensitive to its failure modes (why and how the use of 
synthetic data can go wrong) and—crucially—who is most 
likely to suffer the consequences of its failure. On the one 
hand, proponents of synthetic data tout its potential for cor-
recting problematic biases in data-driven health research. 
Synthetic data and related simulation technologies can be 
used to surface and explore biases in data-generation mecha-
nisms, helping researchers better understand the sources and 
impacts of bias.37 In addition, where bias stems from the un-
derrepresentation of minorities or other groups in measure-
ment datasets (often due to disparities in the recruitment 
and selection of data subjects in clinical trials), synthetic 
data could, in theory, be used to fill data gaps and thereby 
balance representation in datasets.38

On the other hand, here again, it’s important to tread 
carefully. While judicious applications of synthetic data 
could plausibly help address these problems in certain con-
texts, synthetic data can also introduce new pathways for 
bias and unfairness. The rapidly growing field of fair AI/
ML has demonstrated the harms and persistence of bias in 
datasets, algorithms, models, and real-world applications 
of AI systems, as well as the challenges of formally defin-
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ing fairness across social contexts.39 Researchers have found 
that commonly used synthetic data generation tools (such as 
HealthGAN) can produce datasets in which the fidelity or 
resemblance of synthetic health data to measurement data 
differs across sociodemographic groups.40 And applying dif-
ferential privacy protections to synthetic data (strengthening 
its privacy guarantees) can lead to unfairness because adding 
noise to datasets produces uneven effects for different sub-
groups represented in the data. Recent empirical findings 
have shown, for example, that using differentially private 
synthetic data to train machine-learning models can lead 
to differences in the influence of majority versus minority 
subgroups on downstream classifications, which suggests 
the normative trade-offs researchers will continue to have 
to manage.41

Furthermore, the use of synthetic data might raise fair-
ness and justice concerns beyond issues of bias. For example, 
as with other big data-driven research, synthetic data-gener-
ation methods that start with real-world patient data raise 
difficult questions about arguably incomplete forms of con-
sent.42 Moreover, health researchers have long wrestled with 
whether and how to fairly compensate clinical research sub-
jects for participating in studies and how to share the ben-
efits derived from their data—an issue that remains highly 
controversial.43 Such questions are becoming even more 
complex as biomedical research relies increasingly on big 
data resources that pool together data from large numbers of 
data subjects. One driver of these problems is the disconnec-
tion of patients from data about them—the “severing of the 
relationship between patients and their data.”44 Some com-
mentators believe that there is a duty to share health care 
data under certain conditions.45 Insofar as synthetic data 
promises to further distance datasets from the real-world 
phenomena they capture, it could be argued that synthetic 
data reduces rather than increases the argument for com-
pensation.

Another potential concern from a fairness perspective is 
that researchers might turn to synthetic data in lieu of invest-
ing in the important community engagement work needed 
to collect diverse real-world data and set a foundation for 
trusted relationships, mutual understanding, and sustain-
able support for the research to be conducted responsibly 
and effectively. Researchers could, for example, be especially 
incentivized to rely on synthetic data when capturing data 
from hard-to-reach populations is costly. While efforts to 
mitigate bias without burdening minority communities are 
laudable, careful and direct engagement is especially impor-
tant in these cases, and—from a technical perspective—di-
verse measurement data is necessary to fully address fairness 
concerns.46 If these issues are not weighed carefully, the use 
of synthetic data as a replacement for measurement data 
could not only further marginalize the needs, interests, and 
priorities of those communities but also lead to both an un-
derappreciation of the true range of human variation and 
an overreliance on the limited range of diversity reflected in 
current research datasets.

Navigating the Ethics of Synthetic Data

In short, although using synthetic data as a replacement 
for measurement data could help address some ethical 

concerns, it raises others. Familiar issues encountered when 
using measurement data persist in applications of synthetic 
data, and synthetic data can introduce new problems of its 
own. Approaching synthetic data as a remedy for privacy, 
fairness, and related problems requires grappling carefully 
with their underlying causes. 

Generally, the motivation for using synthetic data has 
been to “take the people out”—that is, to create or modify 
datasets in such a way that, although the resulting datasets 
are representative of real people or real-world phenomena, 
negative and disparate impacts of measurement data and 
the inferences made from such data are removed. Although, 
in some instances, that may be the most privacy-protective 
approach, there are some contexts where it is not the ideal 
strategy. In some instances, the goal should instead be to 
find ways to bring people back in: to find ways that people, 
both researchers and data subjects, can be more meaning-
fully engaged in the construction and evaluation of datasets 
and in the creation of institutional safeguards that promote 
responsible use.47 We envision the facilitation of such en-
gagement in (at least) two ways: building institutional struc-
tures that foster accountability in educational, research, and 
health care settings and developing policy frameworks that 
give those structures weight and force.

At a minimum, as synthetic data techniques are more and 
more frequently incorporated into health care research and 
practice, educational institutions can reflect those changes in 
the way they train new researchers and clinicians. Disciplines 
that are training students to create and use synthetic data 
should introduce and require coursework emphasizing the 
benefits, risks, and broader ethical and societal implications 
of synthetic data techniques. Universities and accreditation 
bodies should put their institutional heft behind such ef-
forts, perhaps including them in program requirements.

As necessary as ethics awareness and education are, 
however, they are not sufficient for ensuring ethical data 
practices on the ground. Health, social science, and other 
research involving human subjects has a history of systems 
of review and assessment, including institutional review 
boards (IRBs), risk assessment agencies, and independent 
ethics committees. In addition, at the beginning and end of 
the research process, funders and scientific journals, edito-
rial boards, and peer reviewers, respectively, may have roles 
to play in ensuring that synthetic data is used ethically and 
responsibly. Many of these institutional structures and the 
intraorganizational nodes that reflect them were created in 
response to highly discriminatory and harmful experimen-
tal and data collection methods. Because synthetic data is a 
relatively new tool, there is the possibility of leveraging and 
enhancing these existing systems to anticipate and avert the 
negative impacts outlined above. 
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If these boards, agencies, and committees weigh in on 
the ethics of synthetic data, their members will themselves 
need to be educated about the risks, benefits, and trade-offs 
involved in using synthetic data versus its alternatives. For 
this reason and others, the proposal to involve these groups 
may meet with some criticism. First, it is unclear whether 
the creation or use of synthetic data constitutes human sub-
jects research under the Common Rule (the federal regu-
lation governing research on human subjects), and such 
foundational decisions affect the extent to which IRBs are 
authorized to act and whether IRB action would be over-
reaching mission creep or legitimate oversight. It is also un-
clear whether action on synthetic data would be a wise use 
of oversight resources. 

Beyond these familiar approaches, researchers and their 
institutions can find new ways to bring people into deci-
sion-making about when and how to use synthetic data. 
Organizations using synthetic data could involve com-
munities likely to be affected by it in their policy-making 
processes, both to help critically assess and surface potential 
impacts and to design enforcement mechanisms that could 
repair trust after failures in compliance. One of the biggest 
challenges to incorporating this suggestion, though, might 
be identifying the communities that will potentially be im-
pacted by the use of synthetic data. Once they are identi-
fied, community preview strategies and anticipated impact 
statements might be adopted, whereby proposals to create 
or use synthetic data would be submitted for review at the 
ideation stage to identify problems that might arise with the 
data and their use and to correct for them in advance. And 
community auditing processes could be used to catch prob-
lems that emerge after dataset creation.48 Review boards and 
open-source research communities are wellsprings of experi-
ence that organizations could look to for help in developing 
and implementing these practices. 

Finally, there could be an important role for law and 
regulation to play in clarifying or buttressing these strate-
gies—in the form of either new legislation or updates to 
existing rules, such as HIPAA; the Federal Food, Drug, and 
Cosmetic Act; and the Common Rule. Federal offices and 
agencies like the U.S. Department of Health and Human 
Services’ Office of Civil Rights, Office for Human Research 
Protections, and Food and Drug Administration; the 
Federal Trade Commission; and the Office of the National 
Coordinator for Health Information Technology could so-
licit comments and issue guidance on appropriate use of 
synthetic data techniques, while standards bodies could in-
corporate considerations about synthetic data into new and 
updated standards efforts.49 These offices, agencies, and stan-
dards bodies could define expectations for research institu-
tions, companies, and health care providers in the treatment 
of and transparency around synthetic data; could develop 
best practices for dataset creation and evaluation; and could 
perhaps even create public tools and infrastructure to facili-
tate safer synthetic data production and research. 
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